Abstract—Currently in home environments, robot assisting systems with emotion understanding ability are generally achieved in two several manners. The first is the implementing of such systems in such a way that they offer general services for all considered persons without considering privacy, special needs of their interaction partners. The second way is the targeting of such systems for merely one person. In this work we present a robot assisting system, which has both the abilities of assisting several persons at the same time and sustaining their privacy and security issues. The robot can interact with its interaction partner emotionally by analyzing the emotions of her expressed either visually, facial expression, or auditive, speech prosody. The role of this system is the providing of person-specific support in home environment. In order to identify its interaction partner the system uses diverse biometric traits. According to the recognized ID the system, first, adopts towards the needs of recognized person. Second the system loads the corresponding emotional profile of the detected interaction partner in order to practice a person-specific emotional human-robot interaction, which has an advantage over the person independent interaction.

I. INTRODUCTION

Recognizing emotions is widely accepted as one relevant step towards more natural interaction in human-robot- and, more general, human-machine-interaction. The new scientific understanding of emotions on the one hand, and the rapid evolution of computing system skills on the other, provided inspiration to numerous researchers to build machines that will have the ability to recognize, express, model, and communicate emotions. Integrating such robot systems in modern smart-home environment gains the interest of numerous researchers. The use of these systems ranges from supporting by ordinary daily life activities, such as preparing a cup of tea, to serving as a wizard by self-learning software programs to healthy supporting of elderly and disabled people [1]. Fig 1(a) presents an example from a human-robot interaction study in life-like scenario.

However, systems with emotion understanding ability perform currently in two basic modes. The person-specific methods employs a pre-step of identifying the interaction partner and according to the recognized ID the corresponding emotional profile of her. The person independent one uses a general emotional profile for all possible interaction partners. While the person-specific method outperforms the person independent method, the latter exhibits more validity than the former [2], [3].

II. HARDWARE

The robot platform is equipped with one visual and one audio system. The visual system, two pan-tilt cameras mounted on the head of the robot, is used to detect, locate and identify the interaction partner and her emotional states.
through the analyzing her face images. The audio system does the same role excepting the identification but by employing the audio signal of speech instead. Utilizing both the modalities will give for the robot the ability of multi-modal analyzing the emotional state of her interaction partner expressed via accompanying facial expressions or speech prosody. The basic goal presented in this paper is the integration and optimization of a person recognition module that enables for the robot the identification of her interaction partner as a pre-step of person-specific emotional human-robot-interaction. The robot's interaction partner will be additionally detected and identified by further biometric subsystems integrated in the surrounding environment, such as iris-, hand-palm-vein and finger-vein-based identification systems. These biometric modalities will be fused with the ones of face images and speech signals will enhance the performance of the whole system in the case of noisy input data or the absence of the considering modality.

III. MULTI-MODAL BIOMETRIC SYSTEM

Uni-modal biometric systems is challenged by multiple issues, such as noisy captured data, non-universality, upper bound of identification accuracy, man-in-middle attacks and the absence of the considered modality. Some of these limitations of uni-modal systems can be avoided by realizing multi-modal system, which fuses input data of multiple biometric traits. This can be accomplished by fusing two (bimodal) or more biometric traits (multi-modal) at several levels. In signal fusion level data from multiple sources are fused, as example raw data obtained using multiple sensors or multiple snapshots using single sensor. Multiple feature sets, which originate from multiple feature extracting algorithms, are gathered, normalized, transformed and dimensionally reduced to build a single feature set in the feature level fusion mode. In score fusion level multiple scores of multiple matchers will be combined in order to get a final score about the similarity or the distance of the captured identity to those already saved in data base. Final decisions of multiple systems can be logically fused in the decision level fusion mode. In order to get the final decision of the multi-modal system. As the aim of our work is the offering for a robot ability of robust identifying of her interaction partner in the case of being noisy input data, a score level fusion system is used. The fusion method performs in two several modes. A Bayesian-based probabilistic score-level-fusion method, as illustrated in Fig 2, is used to fuse the scores of all available traits in the case of being more than one biometric trait available. In the case of being only one biometric trait available it suffices when the person is identified using it. That means, logically, that the decisions of applied stand-alone biometric systems (uni-modals) have to be joined using simple OR rule. Therefore, we have implemented our multi-modal system in such away, that it gives the ID of the interaction partner as soon as one or more biometric traits are recognized. Fig 2(b) illustrates the simple logical OR fusion method used to integrate multiple biometric subsystems in a single multimodal one.

From the well-known biometric treats we used face, finger vein and hand palm vein. The reason for this is that these features don't demand any direct contact to the used sensor, which serves our goal of having a touch-less assisting system. The following subsections give small explanation of the used uni-modal system and a detailed explanation of the fusion method.
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(a) Score level fusion method used to combine multiple biometric Traits. (b) Simple Bayesian net used to combine multiple uni-modal biometric systems in a single multi-modal one

A. Face Recognition

Face recognition is one of the most populated and almost the most researched method for person authentication. Not few face recognition systems have been developed for automatically recognizing faces from either still or video images [4] [5]. For our system a robust, full automatic and real-life face-recognition-based person recognizer is employed [6]. The basic technique applied here are Active Appearance models (AAMs) First introduced by Cootes et. al. [7]. The generative AAM approach uses statistical models of shape and texture to describe and synthesize face images. An AAM, which is built from training set, can describe and generate both shape and texture using a single appearance parameter vector, which is used as feature vector for the classification. The "active" component of an AAM is a search algorithm that computes the appearance parameter vector for a yet unseen face iteratively, starting from an initial estimation of its shape. The AAM fitting algorithm is part of the integrated vision system [6] that consists of three basic components. Face pose and basic facial features (BFFs), such as nose, mouth and eyes, are recognized by the face detection module [8]. This face detection in particular allows applying the AAM approach in real-world environments as it has proven to be robust enough for face identification in ordinary home environments [5]. The coordinates representing these features are conveyed to the
facial feature extraction module. Here, the BFFs are used to initialize the iterative AAM fitting algorithm. After the features are extracted the resulting parameter vector for every image frame is passed to a classifier which perform in either identification mode, comparing the extracted feature vector with feature vectors of all already saved identities, or verification mode, comparing the extracted feature vector according to a claimed identity. Besides the feature vector, AAM fitting also returns a reconstruction error that is applied as a confidence measure to reason about the quality of the fitting and also to reject prior false positives resulting from face detection. A one-against-all Support Vector Machine [9] is applied as classifier.

B. Hand Palm Vein Recognition

Typically, palm vein recognition system performs three basic tasks, namely image acquisition, feature extraction and decision making. Image preprocessing and image enhancements could be achieved in order to get features with reliable quality for the next step of classification. For on-line capturing of palm vein images an M2Sys scanner is used. This device uses a near infrared light to create a vein-map of the users’ palm, which serves as a biometric feature. It scans arteries beneath the skin. Therefore it is practically impossible these templates to be forged through creating someone else’s biometric template. The device works in a contact less mode, in which the user has not to touch the sensor directly. For the stages of feature extracting and matching an algorithm similar to the one presented by [10] is utilized. Extracting the region of interest (ROI) from the captured palm vein image is an essential step of preprocessing. For this goal the inscribed circle-based segmentation which extracts the ROI from the original palm vein image is used. The basic step toward getting that is to calculate the inscribed circle that meets the boundary of a palm so that it can extract as large an area as possible from the central part of the palm vein image. First, an edge detecting method is used to obtain the contour of the palm. Using the contour of the palm the biggest inscribed circle is then calculated. Once the circle is determined, ROI image is smoothed by using the standard deviation Gaussian kernel filter. In order to reduce some high frequency noise, ROI image is then smoothed by the Gaussian smooth filter. Local contrast enhancement is then applied in order to blur ROI image caused by Gaussian filtering. For the extraction of vein-pattern-based features (vein length and minutiae) from preprocessed images a minutiae extracting method, which is basically employed in finger print recognition systems, is adopted. This method performs in four sub-steps. First, binarization is achieved using the local threshold scheme. A median filter is then used to reduce the noise. Finally, the morphological thinning method is used to thin and repair the vein line and the position information of the minutiae can be got. A minutiae based matching method, in which the position and the orientation of each corresponding couple of minutiae are compared, is based for decision making [11].

C. Finger Vein Recognition

Like palm vein recognition system finger vein recognition systems consist of three basic components, namely image capturing, feature extraction and decision making. A suitable scanner, which employed infra-red technology from Hitachi, is used. This scanner captures image of the vein inside the finger, therefore the captured images are virtually impossible to replicate. The scanner works by passing near-infrared light through the finger. This is partially absorbed by the hemoglobin in the veins, allowing an image to be recorded on a CCD camera. Unless the location and the orientation of the finger within the capturing device is explicitly predefined a step of image normalization has to be conducted. Acting on the assumption that the veins in a finger vein image could be seen as lines with higher gray values as the rest of the image, the task of detecting such vein could be seen as a task of following lines within image. Line tracking offer us the ability of doing that robustly [12]. The line-tracking process starts at any pixel in the captured image. The current pixel position is called the “current growth point”, which moves pixel by pixel along the dark line. The direction of movement depends on the results of checking gray values of the surrounding neighborhood.

The lowest gray value of the cross-sectional profile, which represents the depth of the profile, is checked around the current tracking point. If pixel p is a neighbor of the current tracking point and the cross-sectional profile on this pixel looks like a valley bottom, then the current tracking point is considered to be located on a dark line. The angle between horizontal line and the line that connecting the current growth point and the considered neighboring pixel is called $\Theta$. In order to detect the direction of the dark line the depth of the valley is scanned with varying angle $\Theta$. The highest value of defines the direction of the dark line. After that, the current growth point moves to the closest pixel toward this direction and the process is repeated iteratively. In the case of no detecting the valley in any direction $\Theta$ then current growth point does not belong to any dark line and the tracking operation starts considering another position as current growth point. Toward detecting multiple veins in the image multiple vein tracking sequences start at various positions simultaneously. The results of tracking are stored in a matrix of the same size of the original image, which is called "locus space". Each entry of the matrix contains information about how much the corresponding pixel of the original image is tracked. Entries of matrix with high values mean that the corresponding pixels of the original image have high probability of being belonging to a vein. The matrix is then binarized by utilizing a thresholding technique. Spatial reduction and relabeling are then applied on the binarized image in order to retain the vein line width as small as about 3 pixels in the image. Finally, a conventional template matching technique is applied to get
the final decision about the between the captured vein data and the already registered one [12].

IV. BI-MODAL EMOTION RECOGNITION

Theories of modality fusion in human perception do not agree on how information from different modalities should be integrated. For example, the Fuzzy Logical Model of Perception (FLMP) [13] states that stimuli from different modalities should be treated as independent sources of information and be combined regardless of the kind of information they contain. This view is not undisputed (i.e. [14]) and it has been argued that the FLMP does not work well when confronted with conflicting information from different modalities [15]. Perceptual results suggest that, at least for the case of emotion recognition, the modalities should be weighted according to which information that they convey best [16]: the visual modality primarily transmits valence (positive or negative value) whereas the auditory channel mainly contains information about activation.

In our work we challenge this approach by analyzing the auditory and visual stimuli with respect to their general discriminative power in recognizing emotions. Note that in our work we focus on interactive scenarios and are thus targeting at systems that are able to work on-line. The approaches we present in this paper are, therefore, not only being tested off-line on existing databases but have proven their applicability in robotic applications in real world settings [17], [18]. This is in contrast to other work (e.g. [19], [20]), which has focused on off-line emotion recognition only. The following three sections will provide a brief introduction on the respective uni-modal analysis techniques as well on the proposed probabilistic decision level fusion.

A. Visual Facial Expression Recognition

In order to recognize basic emotion visually, we take a closer look into the interlocutor's face. The basic technique applied here is an extension of Active Appearance models (AAMs) applied for biometric face recognition, see Sec. III.A. All steps are the same up to getting the feature vector extracted. After the features are extracted the resulting parameter vector for every image frame is passed to a classifier which categorizes it in one of the six basic emotions in addition to the neutral one. Besides the feature vector, AAM fitting also returns a reconstruction error that is applied as a confidence measure to reason about the quality of the fitting and also to reject prior false positives resulting from face detection. As classifier a one-against-all Support Vector Machine is applied. The whole system is applicable in soft real-time, running at a rate of approximately 5 Hz on recent PC hardware.

B. Emotion Recognition From Speech

For the recognition of emotions from speech, EmoVoice, a framework that features off-line analysis of available emotional speech databases, as well as on-line analysis of emotional speech for applications, is used [21]. The approach taken there is purely based on acoustic features, that is no word information is used. As a first step in feature extraction, a large vector of statistical features based on prosodic and acoustic properties of the speech signal was calculated for each utterance in the DaFEx database [22]. From this large vector of over 1400 features the most relevant ones were selected by correlation-based feature subset selection [23]. This selection is necessary to increase performance as well as speed of classification. By this way, 71 features related to pitch, energy, MFCCs, to linear regression and range of the frequency spectrum of short-term signal segments, to the speech proportion and to the length of voiced and unvoiced parts in an utterance, and the number of glottal pulses remained. The full procedure of extracting features is described in [24], [21]. For classification, again support vector machines were used, but with a linear kernel. The feature selection is typically done off-line, but the feature extraction and classification can be done in real-time. Utterances as classification units, which are normally not available in on-line applications, can be replaced by an on-the-fly segmentation into parts with voice activity.

C. Probabilistic Decision Level Fusion

As affective states in interaction are usually conveyed on different cues at the same time, we agree with other works summarized in [25] that a fusion of visual and acoustic recognition yields significant performance gains. Hence, we followed the idea of an on-line integration scheme based on the prior off-line analysis of recognition results on a database. In current classification fusion research, usually two types of multi-modal fusion strategies are applied namely feature level fusion and decision level fusion. Both types combine different modalities of data to achieve better recognition performance. In the former one, the feature spaces of all modalities are merged into one feature space, which is then conveyed to a single classifier. While in the latter type the classification is performed on each modality separately, then the results of each modality are fused to final class-prediction accuracy. Due to the inherently different nature of our visual and acoustic cues, we decided for a decision-level fusion scheme. But instead of applying majority voting or other simple fusion techniques, we explicitly take the performance of each individual classifier into account and weight it according to their respective discrimination power.

The proposed probabilistic approach for this fusion are Bayesian networks with a rather simple structure depicted in Fig 1(b). Based on the classification results of the individual visual and acoustic classifiers, we feed these into the Bayesian network as evidences of the observable nodes (A and V, respectively). By Bayesian inference the posteriori probabilities of the unobservable affective fusion (F) node are computed and taken as final result.
The required probability tables of the Bayesian network are obtained from a performance evaluation of the individual classifiers in an off-line training phase based on ground-truth annotated databases. Therefore, confusion matrices of each classifier are turned into probability tables modeling the dependent observation probabilities of the model according to the arrows in Fig 1(b). In the notion of Zeng et al. [25], our fusion scheme is referred to as model-level instead of decision-level fusion, as it takes the respective classification performance models into account.

V. SYSTEM INTEGRATION

The basic structure of the whole system could be divided in two basic subsystems, namely person recognition subsystem implemented in the surrounding Environment, i.e. household equipment, and a robot, as illustrated in Fig 3. Person recognition system integrated in the surrounding environment is based on the analysis of one or more biometric treats in order to identify/verify the interaction partner. The robot system has the two roles of identifying the interaction partner via face images, if available, support glucose meter or by a hand palm vein sensor encapsulated within blood glucose meter or by a hand palm vein sensor hidden in a hand air dryer [25]. Face images could be captured from the robot's cameras too. Once one or more of the above mentioned biometric features of the interaction partner are captured, either deliberately or accidentally, the suitable biometric features are extracted and analyzed by the corresponding person recognition subsystem and the final decision of the system is delivered as a person-ID to the medical organizer. After the interaction partner is identified the robot modifies first the theme of the interface in such a way, that it fulfills the needs of the recognized person. A list of person-specific tasks will be presented either visually (on a screen) or acoustically (through speaker). Via the established interface the robot will request tasks from the interaction partner. The robot will then try to implement the requested task and use the experienced emotion state of the interaction partner as a scale of satisfaction of her.
In practice, the biometric subsystem is implemented on a normal PC equipped with suitable biometric devices, as discussed in Sec. III. The communication between the biometric subsystem and the robot is achieved via TCP-connection. A synchronization process is iteratively done in order to get both person data base, which is saved on the normal PC, and a emotional profiles, which are saved on the robot platform, synchronized permanently. When the interaction partner is identified by the biometric system the ID of this person will be sent to the robot in order to fetch the corresponding emotional profile.

VI. CONCLUSION AND OUTLOOK

In this paper we presented our approach of integrating a person identification system and a robot in a person-specific robot assisting system for home environment. As we strive to provide for people sharing a single household a touch-free medical assistant system, we presented a robot assisting system that fulfills the requirements and offering for them a reliable alleviation their ordinary life situations. The robot has the ability of interacting with its interaction partner emotionally. Person-specific emotional profile and task list are loaded according to the person ID provided by either the biometric subsystem, person recognition system of the robot via face images or both. An open issue of the system is giving the ability for the robot of offering healthy support for its interaction partners. To solve this problem we focus for the next step on the implementing of person-specific medical recognition system on the robot [27], [1]. The bimodal emotion analysis system perform upon the assumption that both modalities, facial expression and speech prosody, are available during the interaction. A future addition to the system could be an extension of the fusion method in such a way, that it detects if both modalities are available or not and adapts accordingly.
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